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Abstract
Particle picking in cryo-EM is a form of object detection for noisy, low contrast, and

out-of-focus microscopy images, taken of different (unknown) structures. This paper
presents a fully automated approach which, for the first time, explicitly considers train-
ing on multiple structures, while simultaneously learning both specialized models for
each structure used for training and a generic model that can be applied to unseen struc-
tures. The presented architecture is fully convolutional and divided into two parts: (i) a
portion which shares its weights across all structures and (ii) N+1 parallel sets of sub-
architectures, N of which are specialized to the structures used for training and a generic
model whose weights are tied to the layers for the specialized models. Experiments
reveal improvements in multiple use cases over the-state-of-art and present additional
possibilities to practitioners.

1 Introduction
Electron cryomicroscopy (cryo-EM) is an experimental technique that captures images of bi-
ological samples at cryogenic temperatures using a transmission electron microscope. Sin-
gle particle analysis of cryo-EM images is a set of computational procedures which aim
to determine the 3D structure of single particles using 2D electron microscopy images (or
micrographs) [13]. This paper presents a novel approach to one of the first computational
problems in single particle cryo-EM known as particle picking.

In particle picking the goal is to locate individual particles in a micrograph while avoid-
ing contaminants, malformed particles and background regions. In other words, the input
of the problem is a micrograph and the desired output is a set containing the coordinates
of all particles in that micrograph image. Accurate detection of particles is necessary, as
the presence of contaminating particles can complicate subsequent processing, degrade the
resolution of the final estimated 3D structure or even cause the reconstruction process to fail
entirely. The picking task is challenging due to several factors, including high levels of noise,
low contrast of particles, and variability of the appearance of an individual particle caused
by changes in orientation and differences of structure between different particles. Figure 1
shows some sample micrographs, particle images and their corresponding 3D structures to
illustrate the problem.
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Figure 1: Hardness of particle picking. a) Micrograph patches of Beta-galactosidase (left) and Apoferritin (right).
b) Zoomed in boxes of correct particles (green) and most probably corrupted particles, as not picked by practitioners
(red). c) 3D reconstruction of the particles. [23, 24].

In general, when performing particle picking for a new experiment, the appearance of
particles in the case is unknown meaning that structure specific training data is unavailable.
This has led previous researchers to attempt to use the appearance of other particles to train
learning-based picking approaches by pooling data [3, 22, 30, 31, 33, 35]. However, this can
be problematic as different particles and datasets can have significantly different appearances
and quantities of data leading to biases or degraded performance. Here we argue that this
problem is analogous to the “dataset bias” problem which has been identified and considered
in object recognition generally [6, 25, 26].

In this paper we formulate particle picking as an object detection task and build off of
modern object detection approaches, in particular the single-shot detector (SSD) approach
[11]. However, unlike SSD we formulate the network architecture and learning problem
to represent and model the existence of particles from different datasets explicitly. The
proposed approach consists of a network with a shared trunk and multiple heads, one head
for each dataset and an additional head which can be used for zero-shot picking where the
particles are of a previously unseen structure. We call this model HydraPicker and consider
its performance in both a zero-shot setting and a few-shot setting (where limited training
data of a new structure is available) which simulate the most important use cases for particle
picking. Our results demonstrate the value of the new formulation, enabling performance
improvements in both zero-shot and few-shot settings. We compare the proposed method
directly against several recent learning-based particle picking methods in one of the most
thorough experimental comparisons in the literature and establish HydraPicker as a new
state-of-the-art for particle picking.

2 Background and Related Work

Particle picking was traditionally done manually, through a time-consuming process where
experts selected particles from hundreds or even thousands of micrographs. In cases where
a low resolution model of the molecule or a related molecule is available template-based
methods can be applied [1, 15, 28, 29] but this limits the usefulness of the approach to effec-
tively known structures. This process is tedious, expensive and risks introducing biases into
the process and fully automatic picking has always been a goal. Many automatic approaches
over the years have been tried including contrast enhancement [1] and using difference of
Gaussians to detect particles over a specific range of sizes [29]. However, results of such
efforts have generally not been accurate enough to be used in a fully automated procedure.
Instead these methods have often been used as part of semi-automatic methods where a high
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Figure 2: The shared recognition net-
work. It consists of two stacked 3x3 con-
volutions, followed by three ResNet-like
blocks of pairs of two stacked 3x3 convo-
lutions with shortcut connections.
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Figure 3: The high level diagram of HydraPicker. At training time
on N datasets, all micrographs are passed through the shared portion
of the architecture. However, each is only passed through the head
assigned to its dataset resulting in a specialized model for that dataset.
The generic head has its weights tied to all other heads. It both learns
a generic model and acts as a regulator.

recall automated method is used to select candidate particles which are shown to the ex-
perts to label [18, 27] and in some cases learning from this manual annotation to improve
performance [34].

Others have also explored the use of deep learning architectures traditionally used for ob-
ject recognition to improve the fully automated particle picking task. DeepEM [35] utilized
a simple CNN architecture based on AlexNet [8] to train a model that can pick particles
from unseen images of the same dataset and an iterative process to improve picking per-
formance from partially labelled data. DeepPicker [31] used a customized VGG-Net [19]
architecture and trained on multiple molecules to try to create a more generic particle pick-
ing approach for unknown targets. However, training and testing was generally limited to
a small number of datasets and performance indicated generally low precision which was
somewhat improved with better data preprocessing in subsequent work [3].

Most recently, advances in object detection architectures have been explored in parti-
cle picking. Xiao and Yang [33] used the Fast R-CNN [4] architecture with a simplified
region proposal method and some of the preprocessing introduced in [3]. They also in-
troduced explicit labels for contaminants as distinct from background which helped reduce
false positives. However, the method was only reported on three datasets and with no direct
comparisons to existing techniques. SPHIRE-crYOLO [30], customizes the You Only Look
Once (YOLO) [16] architecture for particle picking which significantly improves detection
speed while maintaining reasonable precision and recall rates. Direct comparison against
other learning-based particle picking methods were not provided but showed improvements
over a baseline semi-automated approach [21]. The model was trained on large number
of datasets, but when compared against a similar model specially trained for a single tar-
get dataset, poorer performance was demonstrated, suggesting that the larger training set
was hurting performance. Finally, in an approach called BoxNet, Tegunov and Cramer [22]
formulated particle picking as a segmentation problem and used an architecture similar to
U-Net [17]. This requires multiple post processing steps to avoid picking from detected con-
taminated regions and to identify the final coordinates of the selected particles which can be
particularly challenging in crowded micrographs. The study did not provide any quantitative
comparisons.

HydraPicker is most closely related to the detection-based approaches [30, 33] in that a
detection-based training framework is used. However, we use a network architecture which
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Figure 4: The architecture diagram for each of the SSD heads. Each layer has half the resolution of the previous
layer until it reaches the resolution of an assumed grid over the input. At the same time, each layer has twice the
number of channels to allow more of the information to pass through. Output is an assumed grid over the image
providing coordinates and classification probabilities for each box which represents 16×16 pixels.

has been customized to the picking task. Further, unlike existing approaches, we explic-
itly represent the fact that particle detections used in training come from multiple, different
datasets corresponding to different structures. The specific approach is motivated by the
work on dataset bias [26] as we can view the problem of particle picking on a new dataset as
a form of dataset bias given only a finite (biased) sample of currently available datasets used
in training.

Beyond a novel technical approach, we further provide a detailed evaluation of our
method on a range of datasets [22] and in realistic scenarios to evaluate the modelling deci-
sions made. Further, we perform direct baseline comparisons to existing methods to demon-
strate that HydraPicker represents the new state-of-the-art in particle picking.

3 Approach

Here we now outline the proposed HydraPicker method. The CNN architecture is modelled
in two parts, a body which acts as a feature extractor and a set of dataset specific heads which
are tied together by an enforced similarity to a “generalization” head which can be used for
the zero-shot case on datasets without labelled data.

3.1 Network Architecture

For the architecture of the body, we construct a variation of the ResNet architecture [5] which
utilizes residual connections to improve training. However, the basic ResNet architecture
was designed for images which have significantly different characteristics than cryo-EM
micrographs. In particular, the high level of noise in particle picking suggests that the 3×3
filters in ResNet may be suboptimal as information must be aggregated over much larger
spatial extents to perform effective detection. Larger filter sizes would be natural but quickly
increases the computational costs and number of parameters that need to be estimated which
can lead to slow training and overfitting. Instead, we replace the single 3×3 convolutional
layers with pairs of two 3× 3, without an intervening non-linearity. This gives an effective
filter size of 5× 5 but with a reduced parameter count and computational requirements.
For simplicity we use a consistent numbers of channels (64) throughout and consequently
remove the 1×1 convolutional layer. Because we are using the body as a feature extractor for
input into dataset specific heads, we remove the fully connected layers. This has the added
benefit of ensuring that the architecture is fully convolutional. Finally, in order to handle
smaller batch sizes during training we replace the batch normalization layers with group
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normalization layers [32] which divide channels into groups and normalize them separately.
The complete architecture is shown in Figure 2.

The body forms a common feature extractor for multiple detection heads whose design
(Figure 4) is derived from the single shot detection (SSD) framework [11]. SSD, like some
previous approaches [16] operates by predicting detections and bounding boxes at a grid of
anchor points. The network is trained using a focal classification loss [10]. This combina-
tion of SSD and the focal classification loss (called RetinaNet) has achieved state of the art
performance for detection on natural images [10].

While SSD is a good starting point, we adapt the approach in several key ways to make it
better suited for particle picking. First, in object detection there are many classes of objects
which could be detected and so the output at each anchor point is a multi-class classification
of which object is detected or no detection. In the case of particle picking there is only a
single class (particle) or not particle. Second, objects in natural images can be at many dif-
ferent scales and with significant variations in aspect ratio and consequently the bounding
box prediction at an anchor point includes not only an offset but also the size and aspect ratio
of the bounding box. In the case of particle picking, because the images are orthographic
projections, all particles of the same type will generally have the same size. Between dif-
ferent particles we assume that the input micrographs have been rescaled so that different
particles share the same extent in pixels.1 Further, bounding boxes for particle picking are
square to simplify subsequent processing. Thus, in our adapted network the output at each
anchor point for the bounding box needs only to include the offset.

The architecture itself consists of a sequence of 4 blocks consisting of 3×3 convolutions
with a stride of 2, ReLU, group normalization and dropout with the number of channels
being 128, 256, 512, and 1024. The final layer is then a 3×3 convolutional layer with stride
of 1 and with 3 outputs: 2 for the offset of the bounding box form the anchor and 1 for the
(log) probability of a particle being detected at that anchor.

3.2 Training

The above architecture with a single head can be trained on a large number of micrographs
and will work well on its own. However, as discussed, a major issue is the balance between
different datasets which can have significantly different numbers of detected particles and
the effective generalization of the approach as the number of datasets grows. For instance,
smaller datasets and less likely imaging conditions are likely to be ignored as the amount
of available data grow. Instead, HydraPicker uses a different head for each dataset which
is specialized to that dataset, plus an additional head which generalizes picking on unseen
datasets, i.e., it is used for picking particles with no corresponding training data. Inspired by
[6], this generalization head is trained with an additional loss which encourages the weights
of the dataset specific heads to be close to those of the generalization head. Conceptually,
we can consider that there exists a general particle picking head which should work well on
all datasets and dataset specific heads which are similar to this general head but with mild
specializations for their specific datasets. Thus, the generalization head of HydraPicker is
implicitly trained by requiring that it be similar to the dataset specific heads.

The is done by using the following loss function

`Hydra = `loc +λcls`cls +λbias`bias (1)

1This is a relatively mild assumption in practice.
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where `loc is a localization loss which penalizes errors in the bounding box prediction, `cls is a
classification loss which penalizes incorrect detections, `bias encourages the dataset specific
heads to be close to the generalization head and λcls and λbias are hyperparameters which
weight the losses. We discuss each part of this overall loss in turn next.

The localization loss is:

`loc (δp ,p) = ∑
(i , j)∈M

||(ai +δpi)−p j||1 (2)

where ai is the location of the ith anchor, δpi is the predicted offset of the bounding box at
the ith anchor and p j is the ground truth location of the bounding box for the jth detection.
The sum is taken over the set M of particles in a micrograph and their corresponding anchor
points. Formally M = {(i, j)|IOU[box(ai),box(p j)] > 0.6} where IOU is the Intersection
Over Union (or Jacquard index) between the anchor box and the particle bounding box and
the threshold of 0.6 is selected to match previous approaches [30].

For the classification loss, we use the focal classification loss [10]. Specifically,

`cls = ∑
i
−1

2
αci(1− pi)

γ log pi (3)

where ci is the correct class at the ith location, pi is the probability of the correct class at
the ith location, αc is a class-specific constant factor which accounts for imbalance between
the particle and background classes, γ is a hyperparameter and the sum is taken over all
detections. The focal loss is similar to a standard cross-entropy classification loss. However,
the term (1− pi)

γ downweights detections where the probability of the correct class, pi, is
close to 1. That is, it downweights detections which are generally easy and allows learning to
focus more on hard cases. As such, the focal loss can be considered a form of hard example
mining. We use a value of γ = 2 which is typical.

The classification and localization losses are evaluated using only the assigned head for
samples from each dataset, enabling both the shared body and the dataset specific heads to
learn. To enable learning of the generalization head, as training samples have no direct effect
on it, and to encourage the different, dataset specific heads to be similar to the generalization
head we use a simple form of the generalization loss. Specifically,

`bias(WS1 , . . . ,WSN ,WG) =
1
N

N

∑
k=1
||WSk −WG||2 (4)

where N is the number of datasets used in training, WSi is the set of weights for the ith dataset
specific head and WG is the set of weights for the generalization head.

4 Experiments
HydraPicker was implemented using the PyTorch deep learning framework [14]. For opti-
mization, ADAM [7] was used with a cosine annealing scheduler with warm restarts every
40 epochs [12]. In order to have more representative augmentations during training, micro-
graphs were padded to be at least 520×520 pixels using Gaussian noise with its mean and
standard deviation chosen separately based on the background regions for each micrograph.
Micrographs were randomly rotated and cropped to a resolution of 368× 368 and mini-
batches of 4 were used where each mini-batch used micrographs from a single dataset.To im-
prove training time and convergence, a single-head architecture was first trained as a generic

Citation
Citation
{Wagner, Merino, Stabrin, Moriya, Antoni, Apelbaum, Hagel, Sitsel, Raisch, Prumbaum, etprotect unhbox voidb@x penalty @M  {}al.} 2019

Citation
Citation
{Lin, Goyal, Girshick, He, and Doll{á}r} 2018

Citation
Citation
{Paszke, Gross, Chintala, Chanan, Yang, DeVito, Lin, Desmaison, Antiga, and Lerer} 2017

Citation
Citation
{Kingma and Ba} 2015

Citation
Citation
{Loshchilov and Hutter} 2016



MASOUMZADEH, BRUBAKER: HYDRAPICKER 7

particle picker for 5000 epochs and its weights were used to initialize the training of the full
multi-head architecture. Its training was done for 100 epochs using a SGD [20] optimizer
with momentum. The best performing model was selected based on the loss on the validation
data. Below we discuss the datasets, evaluation and some of our results. For more results,
please see the Supplemental Material.

Datasets To evaluate HydraPicker, we made use of a collection of 37 datasets collected by
Tegunov and Cramer [22]. These datasets are a mix of real data which has been annotated
and synthetic datasets from real structures. Each dataset has between 4 to 103 micrographs
with approximately 30 to 800 particles per micrograph. To account for scale variations all 37
datasets were re-scaled so that the target particles would have similar sizes. For each dataset
a small number of micrographs are randomly chosen as validation and test micrographs.
Finally, we further split the data into 30 “source” datasets and 7 “target” datasets. This split
is used to test the performance of the methods on previously unseen target datasets.

Baselines We compare our results on these datasets against two state-of-the-art learning-
based particle picking methods, BoxNet [22] and crYOLO [30]. For both methods we used
their latest release but to ensure adherence to the same experimental setup as for HydraPicker,
we had to retrain them from scratch. Because the provided models had training sets that
overlapped with our held-out test and validation micrographs and target datasets.

We experimented with hyperparameters of BoxNet to find the best performing ones,
finding an input pixel size of 5Å and remaining parameters set as default. No other pre-
processing or CTF correction was done. BoxNet allows users to label contamination in the
training micrographs, a signal that isn’t exploited by either crYOLO or HydraPicker. Thus
we compared against two versions of BoxNet, one which didn’t use the contamination label
(and hence labelled contamination as background) and another which masked the contami-
nation. We refer to these two variants as BoxNet and BoxNet_mask respectively.

We trained crYOLO with a range of hyperparameters and selected an input resolution of
1024, batch-size of 6, anchor-size of 21, maximum 900 boxes per image, and the remaining
parameters set as default.

Evaluation Like in most detection tasks, particle picking is biased towards rejections
rather than detections of true particles. As a consequence, measurements relying on true
negatives such as accuracy and specificity are less informative [9]. Instead we propose evalu-
ations based on a metric commonly used in the object detection literature, the precision-recall
curve and the area under it, also known as the Average Precision (AP). For completeness, we
also plot the ROC (Receiver Operating Characteristic) curve and compute the AUROC (Area
Under the ROC curve). Following the literature [30] we use an IOU threshold of 0.6 between
picked and true particle boxes to count as positive detection. In case of multiple detections
for a single true particle, we select the one with maximum confidence as true positive.

Generalization vs Specialization To validate that training was successful we report results
on the held-out test micrographs of the 30 source datasets. Two versions of HydraPicker
are compared. HydraPicker_gen uses the generalization while HydraPicker_spec uses the
specialized heads. The results, found in Figures 5 and 6 and Table 1, show that both versions
of HydraPicker significantly outperform the baseline methods. Further, there is only a small
improvement with the specialized head over the generalization head which suggests that the
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Figure 5: Precision-Recall curves
on test portions of source datasets

Figure 6: ROC curves on test por-
tions of source datasets

Model AP AROC
crYOLO 0.718 0.822
Boxnet 0.650 0.766
Boxnet_mask 0.625 0.733
HydraPicker_gen 0.882 0.962
HydraPicker_spec 0.884 0.963

Table 1: Measurements on test
portions of source datasets. Test-
ing by the generic head of Hy-
draPicker is distinguished from
testing by the specialized heads for
each dataset as "gen" vs. "spec".

Figure 7: Precision-Recall curves
for zero-shot picking

Figure 8: ROC curves for zero-shot
picking

Model AP AROC
crYOLO 0.584 0.682
Boxnet 0.611 0.797
Boxnet_mask 0.613 0.769
HydraPicker 0.803 0.947
7 models 0.802 0.949

Table 2: Measurements for zero-
shot picking. Tests using 7 inde-
pendent single-head HydraPicker
models trained on few micro-
graphs of target datasets are also
provided as "7 models".

generalization head has been very effective in learning indirectly from the data. Finally, we
see that there is a strong conservative approach to particle selection which prevents them
from saturating recall. This is likely by design as avoiding bad picks is often considered
more important than getting all particles in a micrograph. However, the precision-recall
curves show that these methods still suffer from lower accuracy despite this preference.

Zero-Shot Picking To test the performance of HydraPicker on previously unseen datasets,
we apply the generalization head on the seven target datasets which were never used in
training. This can be thought of as a “zero-shot” learning scenario as the particles in the
target datasets are unseen. For comparison, we also trained seven different single-head Hy-
draPicker models on the training portions of the target datasets and report these under the “7
models” title. Results can be seen in Figures 7 and 8 and Table 2. Again, HydraPicker sig-
nificantly outperformed the baselines on this task. Further, note that HydraPicker’s generic
picking head performed almost identically to the “7 models” case, despite never having seen
any of the datasets in training. Note that similarly for real use case in CryoEM, data label-
ing is time consuming and unfavorable for the practitioners. Therefore, the total size of the
training subset of the target datasets is smaller than that of the source datasets.

Few-Shot Picking We also explore the case where there is a small amount of training data
available for a new dataset. In this case, we train new dataset specific heads for the target
datasets using the same training procedure, except we freeze the weights of the body and
the generalization head. This can be thought of as a “few-shot” learning scenario as only
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Figure 9: Precision-Recall curves
for few-shot picking

Figure 10: ROC curves for few-shot
picking

Model AP AROC
crYOLO 0.599 0.746
Boxnet 0.676 0.826
Boxnet_mask 0.676 0.827
HydraPicker 0.870 0.969
7 models 0.802 0.949

Table 3: Measurements for
few-shot picking. Tests using
7 independent single-head Hy-
draPicker models trained on few
micrographs of target datasets
are also provided as "7 models".

Dataset Access Code Multi-head AP Multi-head AROC Single-head AP Single-head AROC
PDB-2wri 0.949 0.997 0.931 0.995
PDB-4hhb 0.785 0.955 0.775 0.947
PDB-5vy5 0.733 0.93 0.728 0.924
PDB-5w3l 0.964 0.975 0.947 0.982
PDB-5xnl 0.986 0.999 0.99 0.999
PDB-6b7n 0.909 0.99 0.9 0.985
PDB-6b44 0.936 0.982 0.939 0.983
Average 0.895 0.975 0.887 0.974

Table 4: Measurements for multi-head vs single-head. The access codes indicate the Protein Data Bank (PDB) [2]
structure used to simulate the micrographs by [22].

a small number of particles in the target datasets are used for training. For BoxNet and
crYOLO we similarly fine-tuned their models using the training data of the target datasets.
The results are shown in Figures 9 and 10 and Table 3. Again, HydraPicker performs better
in all measurements. It also outperforms the 7 single-head trained models indicating that
picking on the target datasets are benefiting from the additional information available from a
larger set of source datasets.

Multi-Head vs Single-Head Finally, we analyze the contribution of multiple heads. As
discussed in the beginning of this section, we trained a single-head architecture which we
provide a comparison to in this experiment. We fine tune this model on the target datasets
and compare it against against the multi-head architecture. To have a more detailed insight
on the results, we look at the AP and AROC per target dataset as well as on average. As seen
in Table 4, in 5 out of 7 target datasets the multi-head model outperforms the single-head
model in both AP and AROC measures. The average improvement is small, about 1% in
AP, but the results indicate overall that the multi-head model improves over the single head
model.

5 Conclusion and Future Work
This work has presented HydraPicker, a new method for particle picking in single-particle
cryo-EM. The proposed method consists of a customized CNN architecture tailored for the
particle picking problem and taking into account the differences of datasets in particle pick-
ing data through the use of multiple, dataset specific heads. The architecture is trained using
a variation of a focal loss combined with a new term which allows for the training of a gen-
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eral, non-dataset specific head. Beyond a new architecture and training loss, we establish a
rigorous testing framework for particle picking methods and compare HydraPicker against
state-of-the-art particle picking methods. Our results demonstrate that HydraPicker signifi-
cantly outperforms existing methods in both zero-shot and few-shot detection scenarios.

In terms of future work, we believe there are several promising directions. First, the
formulation used here could also be used to handle the general problem of dataset bias in
other tasks like recognition, detection, and segmentation. Second, there are a number of
modelling decisions which could yield performance improvements. For instance, further
architecture search or even the application of automated search methods [36] is a promising
direction. In addition, other choices for `bias may work better. The simple Euclidean norm
that we used was effective, but others may yield better performance. In particular, there may
yet be room for more improvements in the few-shot case. Third, there are a number of other
problem specific characteristics which could be used. For instance, explicit handling of the
microscope’s contrast transfer function can help detection methods generalize over a range
of imaging conditions.

Finally, we believe it would be beneficial to establish larger collections of datasets and
standard testing procedures for particle picking methods. The progress on the problem of
particle picking has been unclear, in part because of a lack of consistent and comparable
testing methodology. This paper attempts to address this in part by establishing a general
methodology and directly comparing against previous approaches. However, more work
remains to be done by collecting a larger set of datasets and providing a set of consistent and
meaningful evaluation metrics. To encourage further comparisons, we will make the code
for our method, our comparison methodology and the dataset splits available.
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