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Abstract

In this paper, we explore the use of current deep learn-
ing methods in the field of computer-aided diagnosis (CAD).
Specifically we propose the use of 3D convolutional neural
nets (CNN) in classifying lung nodules based off of their ap-
pearance in CT scans. We explore the choices of network
architectures, learning parameters and problem formula-
tions. Comparing these results to other methods we show
that the proposed method has close to perfect performance
on the publicly available LIDC dataset, achieving an AUC
of 0.9685 and a false positive rate of 0.46% with a true
positive rate of 90% where the ground truth is the expert
opinion of a radiologist.

1. Introduction
Lung cancer is a deadly disease. In 2015 alone it is esti-

mated that it will be responsible for over 150,000 deaths in
the United States, accounting for 27% of all cancer deaths:
more than any other single cancer. [18]. Early identifica-
tion of cancerous lung tumors is a key factor in improving
the survival rate of lung cancer patients [22].

Thoracic CT scans are a common, non-intrusive imaging
modality which is often used to identify cancerous lung tu-
mors. However, identification from CT scans is not straight-
forward. At early stages, lung cancer may present only
as a small nodule which can be hard to differentiate from
healthy lung tissue or otherwise benign nodules. Without
biopsy, it may take several screenings, spanning months or
even years, to arrive at a diagnosis. This long timeline in-
creases costs, adds strain to the healthcare system, and can
be detrimental to the patient due to added stress and radi-
ation exposure. While biopsies can provide definitive an-
swers, they have both higher costs and a non-trivial risk of
complications, making diagnosis from imaging preferable.

Currently CT scans are assessed by a radiologist who
will identify potential lung nodules and attempt to de-
termine whether they are benign or malignant. While
computer-aided diagnosis (CAD) systems have been con-
sidered in the past [4], for lung nodule diagnosis they have
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Figure 1. A sample of the data in the LIDC dataset. Shown Above
is a set of 2D slices from a 3D CT scan with an identified lung nod-
ule circled in red. Shown below are slices through sample nodules
from four different malignancy levels in order of increasing like-
lihood of malginancy; the two on the left are likely benign while
the two on the right are likely malignant.

rarely been shown to be useful or effective and in some
cases have even been detrimental [6, 15]. To help address
this problem, the LIDC database was created to serve as a
benchmark dataset for CAD systems and to encourage the
development of new methods [1].

In this paper we consider the problem of predicting the
malignancy of identified lung nodules in CT scans. One
of the most obvious identifying features of malignancy is
size, as larger tumors are rarely benign. However, the iden-
tification of small tumors is critical to early diagnosis and
successful treatments. For these cases, radiologists rely on
aspects of nodule texture. As such, we propose an approach
which explicitly combines size information with textural in-
formation to achieve accurate classification of nodules.

We propose the use of convolutional neural networks to



recognize nodules based on texture. However, CNNs have
primarily been applied to 2D images while CT scans are
most naturally represented as a 3D volume. Thus, we ex-
tend the convolutional aspect of these networks to 3D and
explore a variety of network architectures, objective func-
tions and training parameters. Together with size informa-
tion, we show that CNNs are extremely effective for this
problem, achieving close to perfect results on the LIDC
dataset.

1.1. Background and Related Work

The problem of identifying benign and malignant nod-
ules from CT scans can be separated into two distinct sub-
problems: detection of all nodules, which is then followed
by classification of each nodule as benign or malignant. Ap-
proaches for nodule detection (e.g., [23]) typically begin by
separating the lung from other parts of the anatomy and ex-
tracting nodules through the use of standard segmentation
algorithms like MRFs. More advanced techniques, e.g., us-
ing neural networks [20] or vector quantization [9], have
also been considered.

The problem of nodule classification has not been
as widely studied due to the lack of suitably large
datasets. Most methods consist of manually crafting a low-
dimensional feature vector describing aspects of the nod-
ules. In [7] 3D gradients and ellipsoidal shape descriptors
were used to construct a feature vector which was used with
a linear classifier, trained using LDA. Similarly, [23] used
a collection of hand-crafted features but with an SVM for
classification after a set of manually specified rule-based
classifiers. Beyond hand specified features, [14] used an
autoencoder and unsupervised learning to extract a 200 di-
mensional feature vector which was then classified using a
decision tree.

In contrast, we propose to directly learn the 3D features
needed for classification through the use of a convolutional
neural network (CNN). CNNs have recently been success-
ful in 2D image recognition tasks [13] as well as in other
problems. 3D CNNs have been considered before for action
recognition [10], video analysis and classification [21, 12],
and even for detection of cerebral micro-bleeds and brain
lesions [5, 11]. Here we consider their application to the
analysis of nodules in CT scans.

The Lung Image Database Consortium (LIDC) dataset is
a publicly available database that contains 2,434 identified
lung nodules with useful labels in 1,010 thoracic CT scans
[1]. It is the result of the joint efforts of seven academic
centers and eight medical imaging companies to create a
larger scale dataset which could then be used to test and de-
velop new CAD methods. Each CT scan is accompanied by
detailed annotations from four radiologists which identify
the locations of lung nodules and rate them on a range of
aspects including subtlety, internal structure, calcification,

Figure 2. Nodule size distributions for different levels of malig-
nancy. Note the distributions of the first three malignancy levels
are very similar.

sphericity, margin, lobulation, spiculation, texture, and ma-
lignancy.

In the LIDC dataset, the malignancy of each nodule is
rated with a value of 1 to 5 with 1 indicating definitely
benign, 5 indicating definitely malignant and values in be-
tween indicating a degree of uncertainty by the radiologist.
An example of a such CT scan and four nodules of different
levels of malignancy can be seen in Figure 1. In this work
we focus on predicting the malignancy of a nodule as both
a multi-class classification problem and a binary classifica-
tion problem as both are of interest. In the binary case, we
combine levels 1 through 3 into a single “benign” class and
levels 4 through 5 into a single “malignant” class.

2. Methods
Below we describe our proposed method for lung nodule

classification. Our approach consists of probabilistic, size-
based classifier and a convolutional neural network which
operates on a size-normalized representation of the nodule.
These two pieces are combined into a single probabilistic
model.

2.1. Nodule Size

For lung nodules a strongly indicative characteristic of
malignancy is size. To see this, we plot the distribution of
nodule size for each malignancy level in the LIDC dataset.
These distributions, plotted in Figure 2, clearly show that
malignant nodules are more likely to be larger. It is also
clear that there is significant overlap of the distributions
leading to significant uncertainty based on size alone. Thus,
while size can be an important cue, it is also very limited
and a classifier which uses size information must appropri-
ately handle this uncertainty. As such, we adopt a proba-
bilistic formulation.

Formally, let s denote the size of a lung nodule, mea-



Figure 3. Nodule size distributions benign and malignant classes.

sured as the radius of a sphere which bounds the nodule and
M denote the malignancy of a nodule. We use a Gamma
distribution to represent the distribution of sizes for nodules
with malignancy level i, i.e., p(s|M = i) = G(s|αi, βi)
where G(s|α, β) denotes the probability density function of
a Gamma distribution with shape parameter α and rate pa-
rameter β. The maximum likelihood estimate is used to
find the parameters αi and βi for each malignancy level
i = 1, . . . , 5.

A size-based classifier can then be constructed by con-
sidering the posterior probability of the M = i given the
observed nodule size s. Using Bayes rule, we have that

p(M = i|s) =
p(s|M = i)p(M = i)∑5
1 p(s|M = j)p(M = j)

where p(M = i) is the prior probability of malignancy class
i which can be easily estimated from data. This equation
can be evaluated for i = 1, . . . , 5 and the malignancy level
which achieves the highest probability is selected.

As might be expected, this classifier struggles to accu-
rately differentiate malignancy levels. A confusion matrix
for such a classifier is shown in Figure 6, where it can be
seen that even though many larger nodules are correctly
identified as level 5, most nodules of levels 1 through 4
are classified as level 3 due to a higher prior probability,
p(M = 3), clearly indicating the need for a more detailed,
texture based analysis.

We also consider the problem of binary classification,
where, instead of predicting one of five levels, a binary de-
termination of benign or malignant is made. To do this, we
combine together levels 1, 2 and 3 into a “benign” class and
levels 4 and 5 into a “malignant” class. The size distribu-
tions of the benign and malignant classes are then, respec-

tively,

p(s|M = b) = Z−1
b

3∑
i=1

p(s|M = i)p(M = i) (1)

p(s|M = m) = Z−1
m

∑
i=4,5

p(s|M = i)p(M = i) (2)

where Zb =
∑3

i=1 p(M = i) and Zm =
∑5

i=4 p(M = i).
These combined distributions can be seen in Figure 3.

2.2. Texture

Size information alone is insufficient to predict the ma-
lignancy of lung nodules. Texture, shape, density and other
aspects of nodule appearance are also critical and must be
incorporated. While previous methods have attempted to
manually calculate some kind of feature descriptor which
includes these characteristics [14], here we propose to use a
convolutional neural network (CNN).

A neural network consists of a set of layers of sim-
ple computational units referred to as neurons. The first
layer consists simply of the input with the output of each
layer feeding into the next, producing a cascading form of
computation until the final layer which is used as the out-
put. Different network architectures are defined then by the
number of layers, the number and type of neurons in each
layer and the connectivity between layers. CNNs are differ-
entiated from traditional neural networks through the use of
convolutional layers which restrict the form of connectivity
to be “local” and share neuron weight parameter between
units in a layer. This significantly reduces the number of
parameters while providing for certain types of input invari-
ance and still allowing the network to learn very complex
functions. CNNs have recently been highly successful in
computer vision [13].

There are several hurdles which must be considered
when applying CNNs to lung nodules. Nodules are irreg-
ularly shaped and sized while neural networks require a
fixed sized input. To address this we extract a bounding
box around the nodule and then interpolate this at a fixed
set of points, resulting in a nodule volume of 20× 20× 10
where the z-dimension is coarser because CT scans typi-
cally have lower resolution along the vertical axis. Note
that this also results in the network input being relatively
invariant to the overall size of the nodule, ensuring that the
network is only considering characteristics of appearance.
In addition, CNNs have traditionally been used on 2D im-
age data and hence the network architectures are not directly
applicable. Thus we will explore a range of network archi-
tectures and learning parameters. Finally, while the LIDC
dataset is large by some standards, it is too small for the di-
rect application of CNNs. Thus we augment our dataset by
including randomly rotated versions of each nodule, since
we expect the malignancy of the nodule to be unaffected by



Figure 4. An example architecture of a 3D Convolutional Neural Network used here. On the left is the input 3D volume, followed by two
convolutional layers, a fully connected layers and an output layer. In the convolutional layers, each filter (or channel) is represented by a
volume.

its orientation in the CT scan. In the remainder of this sec-
tion, we describe the technical details of the neural network
architecture we used and how it was trained.

2.2.1 Convolutional Neural Networks

A convolutional neural network consists of some number
of convolutional layers, followed by one or more fully con-
nected layers and finally an output layer. An example of
this architecture is illustrated in Figure 4. Formally, we de-
note the input to layer m of the network by I(m) . The
input to a 3D convolutional layer m of a neural network is
a n(m−1)

1 ×n(m−1)
2 ×n(m−1)

3 3D object with n(m−1)
c chan-

nels, so I(m−1) ∈ Rn
(m−1)
1 ×n

(m−1)
2 ×n

(m−1)
3 ×n(m−1)

c and its
elements are denoted by I

(m,`)
i,j,k where i, j, and k index

the 3D volume and ` selects the channel. The output of
a convolutional layer m is defined by its dimensions, i.e.,
n
(m)
1 ×n(m)

2 ×n(m)
3 as well as the number of filters or chan-

nels it produces n(m)
c . The output of layer m is a convolu-

tion of its input with a filter and is computed as

I
(m,`)
i,j,k = ftanh(b(m,`)+

∑
i′,j′,k′,`′

I
(m−1,`′)
i′,j′,k′ W

(m,`)
i−i′,j−j′,k−k′,`′)

(3)
where W (m,`) and b(m,`) are the parameters which define
the `th filter in layer m The locations where the filters are
evaluated (i.e., the values of i, j, k for which I(m,`)

i,j,k is com-
puted) and the size of the filters (i.e., the values of W (m,`)

which are non-zero) are parameters of the network architec-
ture. Finally, we use a hyperbolic tangent activation func-
tion with ftanh(a) = tanh(a).

Convolutional layers preserve the spatial structure of the
inputs, and as more layers are used, build up more and more
complex representations of the input. The output of the con-
volutional layers is then used as input to a fully connected
network layer. To do this, the spatial and channel struc-
ture is ignored and the output of the convolutional layer is

treated as a single vector. The output of a fully connected
is a 1D vector I(m) whose dimension is a parameter of the
network architecture. The output of neuron i in layer m is
given by

I
(m)
i = fReLU

b(m,i) +
∑
j

I
(m−1)
j W

(m,i)
j

 (4)

where W (m,i) and b(m,i) are the parameters of neuron i in
layer m and the sum over j is a sum over all dimensions
of the input. The activation function fReLU(·) here is cho-
sen to be a Rectified Linear Unit (ReLU) with fReLU(a) =
max(0, a). This activation function has been widely used in
a number of domains [24, 16] and is believed to be particu-
larly helpful in classification tasks as the sparsity it induces
in the outputs helps create separation between classes dur-
ing learning [17, 3].

The last fully connected layer is used as input to the out-
put layer. The structure and form of the output layer de-
pends on the particular task. Here we consider two different
types of output functions. In classification problems withK
classes, a common output function is the softmax function

fi =
exp(I

(o)
i )∑

j exp(I
(o)
j )

(5)

I
(o)
i = b(o,i) +

K∑
k=1

W
(o,i)
k I

(N)
k (6)

where N is the index of the last fully connected layer, b(o,i)

andW (o,i) are the parameters of the ith output unit and fi ∈
[0, 1] is the output for class i which can be interpreted as the
probability of that class given the inputs. We also consider
a variation on the logistic output function

f = a+(b−a)

1 + exp(b(o) +
∑
j

W
(o)
j I

(N)
j )

−1

(7)



which provides a continuous output f which is restricted
to lie in the range (a, b) with parameters b(o) and W (o).
We call this the scaled logistic output function. We note
that when considering a ranking-type multi-class classifica-
tion problem like predicting the malignancy level this out-
put function might be expected to perform better.

2.2.2 Training

Given a collection of data and a network architecture, our
goal is to fit the parameters of the network to that data.
To do this we will define an objective function and use
gradient based optimization to search for the network pa-
rameters which minimize the objective function. Let D =
{ni, yi}Di=1 be the set of D (potentially augmented) training
examples where n is an input (a portion of a CT scan) and y
is the output (the malignancy level or a binary class indicat-
ing benign or malignant) and Θ denote the collection of all
weights W and biases b for all layers of the network. The
objective function has the form

E(Θ) =

D∑
i=1

L(yi, f(ni,Θ)) + λEprior(Θ) (8)

where f(n,Θ) is the output of the network evaluated on in-
put n with parameters Θ, L(y, ŷ) is a loss function which
penalizes differences between the desired output of the net-
work y and the prediction of the network ŷ. The function
Eprior(Θ) = ‖W‖2 is a weight decay prior which helps
prevent over-fitting by penalizing the norm of the weights
and λ controls the strength of the prior.

We consider two different objective functions in this pa-
per depending on the choice of output function. For the
softmax output function we use the standard cross-entropy
loss function L(y, ŷ) = −

∑K
k=1 yk log(ŷk) where y is as-

sumed to be a binary indicator vector and ŷ is assumed to
be a vector of probabilities for each of the K classes. A
limitation of a cross-entropy loss is that all class errors are
considered equal, hence mislabeling a malignancy level 1 as
a level 2 is considered just as bad as mislabeling it a 5. This
is clearly problematic, hence for the scaled logistic function
we use the squared error loss function to capture this. For-
mally, L(y, ŷ) = (y − ŷ)2 where we assume y and ŷ to be
real valued.

Given the objective functionE(Θ), the parameters Θ are
learned using stochastic gradient descent (SGD) [2]. SGD
operates by randomly selecting a subset of training exam-
ples and updating the values of the parameters using the
gradient of the objective function evaluated on the selected
examples. To accelerate progress and reduce noise due to
the random sampling of training examples we use a variant
of SGD with momentum [19]. Specifically, at iteration t,

the parameters are updated as

Θt+1 = Θt + ∆Θt+1 (9)
∆Θt+1 = ρ∆Θt − ε∇Et(Θt) (10)

where ρ = 0.9 is the momentum parameter, ∆Θt+1 is the
momentum vector, εt is the learning rate and ∇Et(Θ) is
the gradient of the objective function evaluated using only
the training examples selected at iteration t. At iteration
0, all biases are set to 0 and the values of the filters and
weights are initialized by uniformly sampling from the in-
terval [−

√
6

fan in+fan out ,
√

6
fan in+fan out ] as suggested

by [8] where fan in and fan out respectively denote the
number of nodes in the previous hidden layer and in the cur-
rent layer. Given this initialization and setting ε0 = 0.01,
SGD is run for 2000 epochs, during which εt is decreased
by 10% every 25 epochs to ensure convergence.

2.3. Combining Size and Texture

So far we have constructed separate classification meth-
ods based on nodule size s and size-normalized appearance
n. To combine these we consider the posterior distribution
over a class M. Applying Bayes rule and assuming that
size and appearance information are independent given the
class, we have

p(M|s,n) =
p(M|n)p(s|M)∑

j p(M = j|n)p(s|M = j)
(11)

where p(M|n) is the output of the softmax convolutional
neural network and p(s|M) is the size-based classifier.

3. Experiments & Results

To evaluate the proposed approach and explore some of
the decisions made, we used the previously described LIDC
dataset [1]. For simplicity in training and testing we se-
lected the ratings of a single radiologist. All experiments
were done using 10-fold cross validation. To evaluate the
results we considered a variety of testing metrics. For the bi-
nary classification problem, where a nodule is classified as
either benign or malignant a natural statistic might be clas-
sifier accuracy, however since a significant majority of nod-
ules are benign, this statistic can be misleading. Instead, we
consider ROC curves and the area under the curve (AUC)
metric as well as the false positive rate (FPR) at different
true positive rates (TPR). For the multi-class classification
problem, where a nodule is classified as being in one of five
malignancy levels, we utilize per-class accuracy and aver-
age accuracy. We can also use the multi-class classifiers to
perform binary classifications, and thus also use AUC and
FPR at TPR measures.



Method AUC FPR (%) at Specific TPR
at 85% at 90% at 95%

Size 0.8145 83.11 89.23 94.28
C2H2 0.9631 0.30 0.56 35.31
C2H1 0.9685 0.20 0.46 12.85
C1H1 0.9603 1.32 2.38 23.42

Table 1. Effects of CNN architectures on binary classification per-
formance. SC is the size-based classifier for reference. CnHm
indicates a network with n convolutional layers followed by m
fully connected layers

Method AUC FPR (%) at Specific TPR
at 85% at 90% at 95%

C2H1 b1 0.9684 0.20 0.76 14.26
C2H1 b10 0.9685 0.20 0.46 12.85
C2H1 b50 0.8754 29.99 39.10 60.85
C2H1 b100 0.8131 40.52 53.52 69.20

Table 2. Training with smaller mini-batches converge to better op-
tima as the batch-size 1 and batch-size 10 experiments yield better
AUC values as well as FPR’s at specific TPR’s than the batch-size
50 and batch-size 100 experiments

Network Architectures: In our first set of experiments
we considered a range of CNN architectures for the binary
classification task. Early experimentation suggested that the
number of filters and neurons per layer were less significant
than the number of layers. Thus, to simplify analysis the
first convolutional layer used 20 filters with size 5× 5× 3,
the second convolutional layer (if present) used 10 filters
with 4×4×2 and all fully connected layers used 50 neurons.
These were found to generally perform well and we consid-
ered the impact of one or two convolutional layers followed
by one or two fully connected layers. The networks were
trained as described above and the results of these experi-
ments can be found in Table 1. Our results suggest that two
convolutional layers followed by a single hidden layer is the
optimal network architecture for this dataset. The addition
of a second layer slightly decreases performance, suggest-
ing that the added capacity of the network may be begin-
ning to overfit. Regardless, all architectures significantly
outperformed the size-based classifier, suggesting that there
is significant information in nodule appearance. We also
explored max-pooling in the convolutional layers, however
this caused no significant change in performance.

Batch Size: Another important parameter in the training
of neural networks is the number of observations that are
sampled at each iteration, the size of the so-called mini-
batch. The use of minibatches is often driven in part by
computational considerations but can impact the ability of
SGD to find a good solution. Indeed, we found that choos-

Method AUC FPR (%) at Specific TPR
at 85% at 90% at 95%

C2H1 0.9685 0.20 0.46 12.85
C2H1 NA 0.7176 57.66 68.59 79.56

Table 3. Using augmented data yields significantly better results
than using no augmentation (NA).

Figure 5. ROC curves of the several different nodules classi-
fiers along with their AUC scores. The CNN and CNN M-RMS
achieves best results

ing the proper minibatch size was critical for learning to be
effective. We tried minibatches of size 1, 10, 50 and 100,
and show the results in Table 2. While the nature of SGD
suggests that larger batch sizes should produce better gradi-
ent estimates and therefor work better, our results here show
that the opposite is true. Smaller batch sizes, even as small
as 1, produce the best results. We suspect that the added
noise of smaller batch sizes allows SGD to better escape
poor local optima and thus perform better overall.

Augmentation: As we noted above, the size of the dataset
here is relatively small and as such, we opted to use data
augmentation. Specifically, each nodule is randomly rotated
about the center by an angle that is drawn uniformly from
the SO(3). Two random rotations of each nodule plus the
original is included in the augmented dataset. This turned
out to have a significant impact on the accuracy of the result-
ing appearance based classifiers. The results, summarized
in Table 3, show that the AUC drops from 0.9685 to 0.7176
when the augmented data is removed from the training set.
This not only demonstrates the importance of data augmen-
tation, but suggests that perhaps further augmentation (e.g.,
non-uniform scaling, changes in resolution, etc) may yield
even further improvements.



Method AUC FPR (%) at Specific TPR
at 85% at 90% at 95%

C2H1 M-CE 0.8177 24.03 43.10 56.50
C2H1 M-RMS 0.9598 0.61 0.96 46.53

Table 4. Quantitative results for 2-class classification using bina-
rized versions of a multi-class classifiers. The CNN trained using
the RMS objective function outperforms the one trained with CE
objective, however both are outperformed by the original normal
binary classifier C2H1 in Table 1.

Baselines: We considered a variety of approaches to
nodule classification. Specifically, we compared the bi-
nary CNN discussed above with a support vector machine
(SVM) using an RBF kernel, a size-based classifier (Size
MoG) based off of the distributions in Figure 3 and two bi-
narized multi-class CNNs. The results are shown in Figure
5. For the binarized CNNs we trained two different multi-
class classifiers and then used them to distinguish benign
(classes 1 through 3) from malignant (classes 4 and 5). In
one case, denoted ”CNN M-CE” in Figure 5, we used a
softmax output layer with five output classes and the cross-
entropy loss function. In the other case, denoted “CNN M-
RMS”, we used the scaled logistic output function with the
squared error loss function. The results show that the bi-
nary CNN outperforms all baselines and, except for “CNN
M-RMS”, does so by a large margin.

Combined Size and Texture: Combining together infor-
mation on both the size and texture of a nodule, we expect
that we should be able to improve the quality of predictions.
To test this, we added size information to the two best per-
forming CNN models, using the method described above.
Perhaps surprisingly, the results of combining size and tex-
ture information is mixed. While perhaps disappointing,
this can be understood by recognizing that the CNN mod-
els are already performing extremely well, with AUCs over
0.95 suggesting that classification performance on this task
may already be nearly optimal. Further despite human in-
tuition, the size-based classifier is in fact relatively poor,
achieving an AUC of only 0.8145. Thus, our results sug-
gest that contrary to conventional wisdom nodule size is at
best only a weak indicator of malignancy.

Multi-class classification: So far we have focused on the
binary classification task. We also considered the problem
of identifying the specific malignancy level. Based on the
experimentation performed above, we used a batch size of
10 and fix the network architecture to be the same as in the
binary case, with two convolutional layers followed by a
single fully connected layer which is then connected to an
output layer.

Method AUC FPR (%) at Specific TPR
at 85% at 90% at 95%

Size Only 0.8145 83.11 89.23 94.28
C2H1 0.9685 0.20 0.46 12.85
C2H1 + Size 0.9699 2.28 2.63 4.10
C2H1 M-RMS 0.9508 0.71 1.62 48.41
C2H1 M-RMS + Size 0.9350 11.13 12.70 16.54

Table 5. Combined size and texture based classifiers. Our results
suggest that texture alone is sufficient to identify malignancy and
that adding size information can actually be detrimental to classi-
fier performance.

We considered two types of output layers and loss func-
tions for this task. The first used a softmax output function
with the cross-entropy loss function and the other using a
scaled logistic output function with the squared error loss
function. For the scaled logistic output function, class pre-
dictions are made by rounding the continuous output of the
network.

The results of these two approaches and a size-based
classifier, can be seen in Figure 6. Both the Softmax CNN
(left) and Scaled Logistic CNN (middle) can be seen to per-
form quite well, with the Scaled Logistic CNN doing better
overall. This is as expected, as the scaled logistic output
function captures the fact that the output is a ranking rather
than a strict classification problem, as is assumed with the
softmax output function. The true weakness of the size-
based classifier can be seen here, as nearly all nodules from
classes 1 through 4 are classified as class 3 since class 3 has
the highest prior probability of the classes and the similar
size distribution. Only the largest nodules are able to be
correctly classified using size information alone.

To quantitatively assess the performance of these meth-
ods, we also compute the per-class accuracy and average
accuracy of these three methods. These results are shown
in Table 6. As expected, we see that the size classifier does
poorly on all classes except for class 3, as it has classified
nearly every nodule as belonging to class 3. Overall, the
Scaled Logistic CNN outperforms the other two methods
by a significant margin.

4. Conclusion and Future Work

This paper presents an approach to classifying lung nod-
ules from CT scans. The approach consists of using a 3D
convolutional neural network (CNN) on a size normalized
input to classify the nodule. We explore a range of network
architectures and learning parameters in order to select the
values which perform best. We also compare against sev-
eral other baselines, including size-based classifiers. We
also consider both binary and multi-class formulations of
the prediction problem, showing that similar network archi-
tectures can be effective for both
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Figure 6. Confusion matrices for multi-class classification of malignancy levels.

Method Class Accuracy (%) Overall (%)
m1 m2 m3 m4 m5

Softmax CNN 81.4 59.9 91.8 61.3 75.0 60.3
Scaled Logistic CNN 83.7 94.5 93.1 90.0 85.6 89.3
Size-based 0.0 0.0 94.5 3.0 62.2 31.9

Table 6. Multi-class accuracy for 3 different classifiers. The size-based classifier performs poorly due to the high degree of similarity of
size distributions for the first 3 malignancy classes. As a result of this, and the fact that m3 is the most likely malignancy level, most
nodules are classified as m3.

Our experimental results utilized the publicly available
LIDC [1] dataset. On it we show that the proposed method
achieves an extremely high AUC of over 0.96 and outper-
forms the considered baselines. Further, we show that the
performance of the method is such that additional informa-
tion based on nodule size has at best a mixed impact on
classifier performance.

The only other paper that tackles a similar problem is
[14]. The authors report a true positive rate of 83.35% at
the cost of 0.39 false positives per scan. However, this pa-
per used a slightly different problem definition, training and
assessing their results using only a subset of 157 patients
which had biopsy results. In comparison we considered the
problem of matching an expert radiologists opinion which
allowed us to utilize the entire dataset. For reference, our
method achieved a 95% true positive rate with 0.096 false
positives per scan

The problem of lung nodule classification is still not well
solved. The approach proposed here is promising, but more
work remains to be done. First, current datasets are some-
what limited due to their size. The LIDC dataset is one of
the largest datasets available, but with only a few thousand
identified nodules, it is still relatively small and results here
suggest that predictive performance on that dataset may al-
ready have hit their limit. Beyond that, the use of 3D CNNs
for nodule detection is a natural direction to explore. Given
their performance for malignancy classification, one should

expect them to perform well on the detection task as well.
Finally, further study is warranted into the use of nodule
size in classification. While our results here suggest there
is only marginal value in including size information, there
may be other ways to incorporate it and perhaps with larger
and more diverse datasets it could play a more significant
role.

,
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